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Figure 1. Handheld Augmented Reality with a mid-air pen opens up new interaction possibilities with virtual content (left). However, perceptual issues
make it difficult to judge the position of the pen in relation to the virtual environment (middle). We designed and compared visualization techniques
and found that a ‘heatmap’ visualization that colors objects based on their distance to the pen achieves good results and is preferred by users (right).

ABSTRACT
In Handheld Augmented Reality, users look at AR scenes
through the smartphone held in their hand. In this setting,
having a mid-air pointing device like a pen in the other hand
greatly expands the interaction possibilities. For example, it
lets users create 3D sketches and models while on the go. How-
ever, perceptual issues in Handheld AR make it difficult to
judge the distance of a virtual object, making it hard to align a
pen to it. To address this, we designed and compared different
visualizations of the pen’s position in its virtual environment,
measuring pointing precision, task time, activation patterns,
and subjective ratings of helpfulness, confidence, and com-
prehensibility of each visualization. While all visualizations
resulted in only minor differences in precision and task time,
subjective ratings of perceived helpfulness and confidence fa-
vor a ‘heatmap’ technique that colors the objects in the scene
based on their distance to the pen.

CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI); Mixed / augmented reality; Interaction tech-
niques;

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’20, April 25–30, 2020, Honolulu, HI, USA.
© 2020 Copyright is held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-6708-0/20/04 ...$15.00.
http://dx.doi.org/10.1145/3313831.3376848

Author Keywords
Augmented Reality; mid-air; modeling; interaction; depth
perception; smartphone; 3D pen; depth cues

INTRODUCTION
Mid-air modeling in Virtual or Augmented Reality (VR/AR)
has been an active research area for several decades (e.g., [2, 4,
38, 45, 51]). Especially AR offers many beneficial aspects for
3D modeling. For Personal Fabrication, for example, it enables
designing and viewing 3D objects at the location where they
are intended to be used later after 3D printing them. The
physical properties of real world objects can be used to assist
during the interaction: A surface or edge of a physical object
can guide a stroke with a physical pen in 3D. This has been
shown to be an important factor to improve the performance of
mid-air modeling tasks in virtual environments [3, 46]. Virtual
objects can also serve as a starting point for the modeling of
new objects. For example, when using AR to display virtual
furniture [25], mid-air modeling can be used to model a cutout
in a virtual kitchen displayed in AR.

While most AR research to date has been carried out using
head-mounted displays, recent advances in mobile sensors
and computing power have made AR modeling on consumer
smartphones possible, leading to Handheld AR applications
[45]. Removing the need for a large tracking setup, Hand-
held AR provides interesting opportunities for quick modeling
tasks, and several research projects investigate its potential
(e.g., [22, 31, 40, 42, 45, 51]). As an example, we described a
scenario that uses real objects for guidance while designing
a cup holder in a car [45]. An example to combine virtual
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models could be the goal to design a slide between two virtual
marble runs.

However, perceiving the depth information of a virtual object
in AR and VR is problematic [30]. This becomes more pro-
nounced in Handheld AR, where 3D information is presented
on a 2D screen and the camera angle can differ from the user’s
viewing angle [12, 20, 44]. This creates issues for modeling
tasks in Handheld AR, because even though it is relatively
simple to find a specific location in the real world and move
the pen to it, it is considerably harder to find that spot if the
object to target is virtual. For selection tasks, this leads to ray-
casting methods being preferred, which select the first object
that is hit by a ray shot from a touchpoint on the smartphone’s
screen or through the tip of the mid-air pen [45].

At the same time, actually finding and moving the pen to a
specific location is a central task for mid-air modeling systems.
For example, to sketch a line from one virtual object to another,
a user first has to find the correct spot on the virtual object
from where she wants to draw the line. While raycasting
techniques could place a remote cursor at the intersection and
map pen movement onto that cursor, this approach takes away
a key advantage of AR modeling, because now the position
of the real world pen does not align with the position of the
virtual pen anymore, and haptic properties of the physical
environment can no longer be used for guidance.

To tackle this fundamental problem of mid-air interaction in
Handheld AR, we defined and implemented different visual-
ization techniques that show the position of the pen in relation
to surrounding objects, and compared them to a baseline con-
dition with no such visualization. We ran our comparisons in
scenes with both solid and wireframe objects. Based on our
results, we provide design considerations for visualizing the
3D position of a mid-air pointing device in Handheld AR.

Our contributions in this paper therefore are:

• the definition and comparison of different visualization tech-
niques to show the 3D position of a mid-air pointing device
in relation to surrounding objects in Handheld AR;

• design implications accounting for the advantages and dis-
advantages of these visualizations.

Following this introduction, we give an overview of related
work in immersive modeling and depth perception in virtual
environments. We then present the different visualization
styles we designed, and how we implemented them followed
by our study setup and procedure. After summarizing the
results of our study and discussing their design implications,
we conclude with an outlook on future work.

RELATED WORK
Mid-air modeling, the process of creating virtual models by
moving a physical pointing device through mid-air, has been
a focus of research for almost 30 years [4, 10, 38]. Placed at
all locations along the mixed-reality continuum [34], many
projects focus on modeling in Virtual Reality (e.g., [27]). How-
ever, in Augmented Reality, virtual objects are placed in the
real world, making it possible, for example, to see virtual
models interact with real objects [2] or, in the area of Personal

Fabrication, to see and design objects at the same scale and
location they are meant to be used after 3D printing them later
[36]. Especially for modeling tasks, being able to use the
physical properties of the real world can assist in modeling,
and improve input precision [3, 46].

While many systems to date use head-mounted AR devices,
Handheld AR offers increased portability, and commercial AR
frameworks1 have boosted the development of Handheld AR
apps (see [11] for a survey on usability studies in AR and [19]
for a review of object manipulation techniques in Handheld
AR). Modeling and interacting with the virtual environment
in Handheld AR is often done by interacting with the touch-
screen of the device [22, 35, 51] or by tracking mid-air input
within the 3D space the camera is capturing [23, 42, 45]. Us-
ing a tracking technique similar to the DodecaPen [50], we
previously developed the ARPen, a bimanual Handheld AR
system that tracks the position of a mid-air pen to provide
continuous mid-air input in Handheld AR [45]. In that work,
we performed basic studies comparing different techniques
to select and translate virtual objects. We found raycasting
techniques to perform well for selection, regardless of whether
the ray is cast from a touch on the screen or from the camera
through the pen tip.

However, Augmented Reality—and in particular Handheld
Augmented Reality—has several perceptual issues [16, 30].
An often reported issue in both Augmented and Virtual Reality
is that users generally underestimate distances (e.g., [1, 14, 48],
and many studies have been carried out to investigate these
perceptual issues and how to address them for Augmented
Reality systems (see [11, 13, 24] for surveys).

The perception of depth in virtual environments depends on
several depth cues [6, 9, 16]. These can be physiological,
kinetic, and pictorial. Physiological cues refer to depth per-
ception based on differences in images perceived by each eye,
and many studies have evaluated depth perception in stereo-
scopic systems (e.g., [18, 29, 33]). However, as Handheld
AR offers only one image on the screen, the camera image
displayed cannot provide stereoscopic depth cues; the user in-
stead receives cues through her own stereoscopic vision about
how the entire smartphone screen itself is positioned in space.

Kinetic depth cues refer to the movement of both the viewing
device and objects in the scene. One example is motion paral-
lax: differences in perceived movement speeds and directions
of objects depending on their distance to the viewer [9, 16].

Finally, depth perception in Handheld AR can use pictorial
cues known from painting and photography. Cutting [8] men-
tions five pictorial depth cues (occlusion, relative size, relative
density, height in the visual field, and aerial perspective), but
also notes that their quality depends on the distance to the
viewer. Cutting classifies this distance into the near or per-
sonal space, the middle or action space, and the far or vista
space [8]. The near space describes the area within arm’s
reach of the person, and is the one of interest to our work. In
this space, occlusion, relative size, and relative density are

1developer.apple.com/arkit, developers.google.com/ar
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Figure 2. The visualization techniques used in our study. a) minVis as the baseline, b) depth ray, c) bubble, d) shadow, e) heatmap.

helpful depth cues. Current Handheld AR systems already im-
itate these to achieve the illusion of virtual objects at different
locations in the real world. Occlusion is particularly relevant
for X-ray applications that allow users to see through physical
objects (e.g., [12, 13, 43]). Such applications are often used
to show buildings or structures behind other buildings. These
visualizations could either completely remove an area of the
occluding structure to show the area behind it, or keep parts
of the foreground to preserve context [13]. Studies on X-ray
visualizations are mainly focussed on showing the existence
and depth ordering of objects rather than the exact distances
between them. For this reason, they are not directly applicable
to the question addressed in this paper.

Most studies on depth cues focus on stereoscopic systems
(e.g., [18, 29, 33]). Those dealing with handheld AR systems
tend to look at farther distances, for applications like X-ray
viewers or AR browsers (e.g., [13, 24, 49]). Wither et al. [49]
compared different depth cues in a headworn AR environment
for distances of more than 20 meters. They compared different
visualizations in which the size of a cursor varied with the dis-
tance, shadow planes showed the layout of objects, a top-down
overview of the scene was provided, or the color of objects in
the scene changed based on the current cursor position. They
found that other objects in the scene improve depth accuracy,
but the visualizations themselves did not improve accuracy as
much as expected—something they attribute in part to the vi-
sualization system used. The top-down view was preferred by
users, and performed well, especially for the nearer objects in
their study. The color visualization also received positive user
responses. Other studies showed that one of the most effective
cues to indicate the depth of a virtual object is displaying its
shadow [14, 16, 21, 47].

Studies of depth perception in virtual environments differenti-
ate between egocentric and exocentric depth perception (e.g.,
[12, 13, 41]. Egocentric depth perception measures the dis-
tance of an object from the viewer, while exocentric depth
perception looks at the distance between different objects in
the scene. Most research projects so far have focused on
egocentric depth perception [12, 28].

In our study, we look at a task for which both egocentric and
exocentric depth perception are important. To reach a specific
point on a virtual object with her mid-air pen, a user first has
to evaluate the depth of the object relative to her own position,
and then continuously evaluate the position of the mid-air
pen tip relative to the target position to reach the intended
location in space. Our study is the first to evaluate different
visualization techniques for such a task using a Handheld AR
system with a mid-air pointing device.

VISUALIZATION STYLES
We define five visualization styles to indicate the 3D position
of the pen tip in relation to its environment. Our baseline is
a minimal visualization without any extra depth information,
while four depth visualizations build on this baseline to provide
more information for the depth dimension.

Minimal Visualization
In our previous selection study [45], we had found that display-
ing no indication of the pen tip does not allow participants to
select objects in a 3D scene: only 3% of targets were success-
fully selected. This indicated that it would not enable users to
select a point on a virtual object either. We had also found that
rendering a small sphere at the tip of the tracked pen improved
selection performance. Like every other virtual object in the
scene, this sphere was not rendered if inside or behind another
virtual object. Other than that, it did not provide additional
information about the position of the pen. For our present
work, we define this visualization as the minimum viable vi-
sualization (minVis) to estimate the position of the pen in the
scene (Fig. 2, a).

We use the depth cue of occlusion only for the tip of the
pen, not for the whole pen and hand holding it. One rea-
son for this is that current smartphones cannot reliably track
moving physical objects in the scene to calculate how they
occlude virtual objects. While this technical limitation could
be overcome with a lab study, modeling and rendering the
hand would also occlude a large part of the virtual information
on the smartphone’s small screen, and the effects of this on
scene perception and the overall user experience will need to
be studied first. Rendering only the pen without the hand into
the scene would be easier to achieve technically, but the per-
ception of ownership is affected by the style of visualization
[37]. Since the pen would be rendered in front of the hand
holding it, “cutting off” its thumb, it would create an unnatural
visualization that would likely affect the sense of holding the
device [39]. Until perceptual issues such as these are answered
and hand-tracking capabilities increase, we decided to focus
on the visualization of the position of the pen tip for this work.
We present potential future research directions exploring these
issues at the end of this paper. Not relying on a visualization
of pen or hand, however, also makes our results easier to apply
to other input devices that support the fundamental interaction
of specifying a mid-air position in Handheld AR.

All following techniques build up from this minimum viable
visualization. For each visualization, we provided users with
a way to toggle it on and off using a button on the pen. This
way, the additional visualization could be brought up only
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when needed, without cluttering the scene otherwise. This is
important to keep in mind when interpreting our findings.

Depth Ray
Since ray casting methods have shown good results for se-
lecting objects [45], we created a method based on the ray
from the camera through the tip of the pen into the scene. We
display the distance of the pen tip to the next object behind it
in cm (depth ray; Fig. 2, b). This lets users judge the distance
of the pen to the objects behind it, which, for the problematic
task of moving the pen to the correct 3D position, can help to
decide whether large or fine movements in the depth direction
are needed to reach the intended position. However, this vi-
sualization does not give any additional information in other
directions than behind the pen tip.

Bubble
To show distance information in all directions, we defined
a bubble visualization. When triggered, a semi-transparent
bubble linearly grows outward from the current pen tip posi-
tion over one second, while remaining centered around the
pen tip (bubble; Fig. 2, c). During the increase in size, the
intersections of the bubble shell with objects in the scene are
highlighted. This means that objects farther away from the
center of the bubble are intersected later than objects closer
to the center and the intersections indicate a larger size of the
bubble. Other than that, the bubble behaves like other virtual
object in the scene, and is therefore occluded by objects in
front of its shell and occludes objects behind its shell.

Shadow
Previous studies have shown that shadows improve depth per-
ception in virtual environments (e.g., [16, 14, 47]). However,
the viewing area in Handheld AR is very limited, and the next
surface to project shadows on, such as the table surface, is
often outside the camera image, so seeing the shadow would
require moving the smartphone camera. Therefore, we chose
to display the shadows on an artificial horizontal plane ren-
dered slightly lower than the current viewing height (shadow;
Fig. 2, d). The light source is placed above the scene, so that
all items cast their shadow downwards onto each other or the
artificial plane. This includes the small sphere at the pen tip.

Heatmap
To show the mid-air position of the pen relative to all objects
in the scene, a heatmap visualization can be used (Fig. 2,
e). Similarly to the “Marker Color” technique by Wither and
Höllerer [49], it shades all objects by replacing their original
color with a color indicating their distance to the pen tip.
For our naive implementation we linearly transitioned from
full green to full red in RGB space over 200 mm. Far away
objects are colored in red, and the shading gradually changes
to green the closer the object is to the pen tip. In addition, we
colored surface areas within 10 mm of the pen tip in blue to
indicate the closest surfaces. We checked the visualization
with a red-green color vision impaired user to confirm that
the difference between the red and green color was strong
enough. A linear gradient between colors in RGB space is not
perceived as linear by humans [32] but it can provide us with a

general impression of the effectiveness of such a visualization
by showing if users are able to apply the mapping that red is
farther away from the target than green.

Aside from the above five techniques, we designed and imple-
mented several other visualizations, such as displaying grid
lines, adding light sources to the pen tip or camera to light the
scene, and rendering lines between the pen tip and a number
of closest objects. However, pilot studies showed that these
techniques were harder to understand and interpret than the
visualization techniques we selected for this study.

STUDY OF VISUALIZATION STYLES
In order to test the performance of our proposed visualization
styles, we compared them to the baseline condition that uses
minimal visualization (minVis). Many 3D pointing operations
require identifying the distance of the input device to its sur-
roundings, e.g., to arrange objects or to create a connection
between them. We tested the case of finding the correct lo-
cation on a virtual object in mid-air. This task setup is basic
enough to be applicable to many other settings since the per-
ception issues on mobile devices stay the same. All of our
techniques could be applied to a physical environment and
physical objects as well if all the elements in the scene are
tracked. The performance of each technique would likely in-
crease then, because physical effects, such as peripheral vision
around the device or haptic feedback from objects, could be
used to support moving to the intended location.

As mid-air modeling systems can feature both solid objects
and wireframe models (or sketched lines), we included both
cases, solid and wireframe.

Study Setup
We implemented our visualizations for our open-source
ARPen system [45]2. Users can toggle the current visual-
ization on or off by pressing a button on the pen—our pilot
users preferred this to having to keep holding the button down
to see the visualization.

The task for each trial in our study was to move the pen to
a specific location on a virtual cube object and start drawing
a line from that location. The interaction volume for our
study was 400×400×400 mm in front of the participant, so
that the whole area was in arm’s reach. To keep the position
of the interaction volume constant between participants, we
used a marker on the table to fix its position. We separated
this volume into 3×3×3 = 27 areas, and placed a virtual
cube into each area, with an edge length of either 30 or 40
mm to prevent the depth cue of relative size to influence our
task. Cube position in its area was randomized for each new
condition, while ensuring a gap of at least 20 mm between
two adjacent cubes. For each trial, we showed 8 cubes and
marked a location on a target cube to indicate where to move
the pen to. Since this location should be visible to the user,
we first excluded cube sides that were invisible when looking
from a centered position in front of the interaction volume—
this included back-facing sides for all cubes and, e.g., the
right-facing side of a cube on the right side of the interaction
2https://github.com/i10/ARPen
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Figure 3. Wireframe objects in the study. Before starting the trial, partic-
ipants had to move the smartphone to align the yellow and red spheres.
The target location on the cube was indicated by a purple sphere.

volume. On a random remaining side, we chose a random
position as the target position for this trial. In the case of
wireframe objects, this position was limited to the edges of the
surface. We indicated this position with a purple sphere clearly
visible against the rest of the cube. Participants had to reach
this sphere with the pen as precisely as possible, and start
drawing a line from this position. This line was a placeholder
for an action in a real modeling task; so its shape was not
relevant for our evaluation.

To control the starting position for each trial, we added two
spheres to the scene, one at the center of the near side, one
at the center of the far side of the interaction volume (Fig. 3).
Participants had to align these spheres on the screen and lift
the pen into the camera view to start each new trial.

Study Procedure
Participants sat in front of a table with the marker. They were
asked to hold the device in their non-dominant hand in the
pinkie grip [45]: resting on the pinkie and gripped by the
index finger (see Fig. 1 left). Participants could familiarize
themselves with the grip and drawing with the mid-air pen
before we introduced the task and the visualization techniques.
Before each new technique, we explained how it works, and
let them familiarize themselves with it for up to 3 minutes.
Once they were confident to continue, we started recording the
trials. We chose the cube with the target marking randomly
from the 27 cubes, and repeated the trial 16 times, making
sure that no cube was selected twice as the target cube. Af-
ter completing the 16 repetitions for a condition, we asked
participants to rate their confidence in the ability to find the
intended spot, the helpfulness of the visualization, and how
easy it was to comprehend. While they were completing the
trials for a visualization technique, the moderator captured
qualitative comments and observations about the interaction.
After using all five different visualization techniques, we asked
participants to rank them by preference from best to worst.
Each participant selected 160 positions (5 visualization tech-
niques (minVis, depth ray, bubble, shadow, heatmap) × 2
object styles (solid, wireframe)× 16 repetitions). The order of
visualization techniques and object styles was counterbalanced
using a Latin square.

-5-10-15 mm
heatmap

shadow

bubble

depth ray

Difference in distance to target

solid

wireframe

Figure 4. Difference between the visualization techniques and the base-
line regarding the distance to the target (minVis M: 9.21 mm; CI [3.87,
15.86]). Negative values indicate smaller distances to the target com-
pared to the baseline. In general, visualization techniques, esp. heatmap,
seem to improve accuracy. Only bubble solid shows a tendency towards
longer distances. Whiskers denote the 95% confidence interval (CI).

Measurements
For each trial, we recorded how far the initial drawing position
deviated from the intended position indicated by the marking
(distanceToTarget). We also measured the time from the begin-
ning of the trial to the beginning of the first drawing operation
(timeToTarget). To evaluate how often the visualizations were
used to find the intended position, we recorded how long the
visualization was active, and from this calculated relative du-
ration (visualizationPercentage). The times before aligning
the spheres or after completing a trial were not recorded to
give the participants time for comments. If participants needed
a rest or stopped during a movement task, e.g., to provide a
longer comment, we repeated the last trial. This happened 49
times in our study.

For confidence, helpfulness, and comprehensibility, partici-
pants rated the techniques on a 7-point Likert-scale, and ranked
them from best to worst.

Evaluation
We recruited 10 participants (4 female, 21–28 years, M: 25
years, SD: 1.8 years, all right-handed, no self-reported color-
vision deficiencies). Overall, we recorded information for
1599 finding operations, as one trial was not recorded due to
an issue with the device. For every participant, visualization,
and object style, we averaged the deviations (distanceToTar-
get), time to move to the intended location (timeToTarget),
and percentage of time the visualization was active (visualiza-
tionPercentage). We evaluated the results based on the Fair
Statistical Communication Guidelines by Dragicevic [15] and
the Transparent Statistics Working Group [26]. This means
that we do not present p-values or dichotomous decisions on
significance or non-significance, but rather use estimation to
account for the uncertainty in the evaluation [7]. For this,
we present effect sizes with 95% confidence intervals. These
effect sizes show the differences between the measurements of
the visualization techniques and the baseline condition (min-
Vis). For each measurement, we subtracted the corresponding
value of the baseline for the same object style. Consequently,
in the following graphs a value to the right of 0 indicates
more of the measured variable for the visualization technique
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-2 -1 1 2 3 s
heatmap

shadow

bubble

depth ray

Difference in time to target

solid
wireframe

Figure 5. Difference between the visualization techniques and the base-
line regarding the time to move to the target (minVis M: 7.16 s; CI [6.16,
8.18]). Especially shadow seems to take more time compared to the base-
line, while heatmap does not show great differences and even a tendency
to be faster for wireframe objects. Whiskers denote the 95% CI.

compared to the baseline, while a value to the left indicates
less. The 95% confidence intervals for these differences were
calculated using bootstrapping with 1000 repetitions and the
BCa method [5, 17]. As the subjective ratings were recorded
as Likert-scale ratings for which the meaning of differences is
not defined, we did not compute the difference to the baseline,
but report the means and bootstrapped confidence intervals.
Individual results for the visualization techniques, such as
measurements for the baseline, are calculated and reported the
same way.

Results
We report the results of our study starting with recorded mea-
surements before continuing with subjective ratings.

Distance to Target
Regarding the distance of the first drawing operation to the tar-
get location (Fig. 4), no clear differences of the visualizations
compared to the baseline are apparent. That most of the means
and the confidence intervals are to the left of 0, especially for
heatmap, indicates smaller distances to the target compared to
the baseline of minVis (M: 9.21 mm; CI [3.87, 15.86]). The
larger spread of confidence intervals in the wireframe con-
dition is linked to a larger spread particularly in the minVis
condition. The individual distance results have narrower con-
fidence intervals (depth ray M: 7.15 mm; CI [3.67, 11.33];
bubble M: 7.93 mm; CI [4.08, 12.34]; shadow M: 6.6 mm; CI
[3.75, 9.9]; heatmap M: 4.32 mm; CI [3.44, 5.42]). The style
of objects, solid or wireframe, shows the greatest effect in the
bubble condition.

Time to Target
Evaluating timeToTarget (Fig. 5) shows that using the visu-
alization techniques, except for heatmap, seems to increase
the time required to reach the intended target compared to
minVis (M: 7.16 s; CI [6.16, 8.18]). Especially for shadow +
solid, users seem to take more time compared to the baseline.
Heatmap performs similar to minVis and is perhaps marginally
faster for wireframe objects.

Percentage that the Visualization was Active
Since there was no additional assistance in the minVis condi-
tion, Fig. 6 shows the individual percentages that each visual-
ization was active while approaching the target. The diagram
clearly shows that bubble was used considerably less than
the other visualizations. All other visualizations were used a

0 25 50 75 100 %

heatmap

shadow

bubble

depth ray

Relative usage time of visualization

solid
wireframe

Figure 6. Percentage that the visualization technique was active. Bubble
was active the least amount of time, but there does not seem to be a
difference between the other conditions. For depth ray and shadow, it
seems as if the visualization is used less in a scene with solid objects.
Whiskers denote the 95% CI.

0 1 2 3 4 5 6

comprehensibility

helpfulness

confidence

minVis
depth ray
bubble
shadow
heatmap

Figure 7. Subjective ratings for confidence, helpfulness, and comprehen-
sibility. Heatmap achieved the high ratings overall, followed by shadow
and depth ray. For comprehensibility, minVis is also high, with depth ray
being rated lower. Whiskers denote the 95% CI.

comparable percentage of the time. For depth ray and shadow,
it seems as if the visualization is used less for solid objects.

In 133 trials, participants did not activate the visualization
technique at all. Most of these trials belong to the bubble
condition (87 trials) followed by shadow (33 trials), depth ray
(10 trials), and heatmap (3 trials).

Confidence, Helpfulness, Comprehensibility
Participants’ subjective ratings show that they felt most confi-
dent to be able to find the location when using heatmap (Fig. 7,
top). Shadow and depth ray seem to be rated lower, with bub-
ble and minVis even more so. The perceived helpfulness of
the visualization follows a similar pattern (Fig. 7, middle). All
participants gave heatmap the highest mark, while there is no
difference in ratings of depth ray and shadow. Bubble and
minVis clearly scored the lowest. Comprehensibility of minVis,
heatmap, and shadow was rated very high (Fig. 7, bottom).
Depth ray and bubble were rated lower.

Most of our participants ranked heatmap as their preferred
visualization technique (Fig. 8), followed by shadow and depth
ray with similar rankings. Bubble and minVis are mostly
ranked on the last places.

Qualitative Comments
Participants noted that the visualization of the pen tip and its
interaction with the environment provided good information
during the final approach to the target object, as the tip would

CHI 2020 Paper  CHI 2020, April 25–30, 2020, Honolulu, HI, USA

Paper 719 Page 6



Basic Data

ID Age Gender Handedness Experience (1=daily, 7=never) Rank No 
Help

Rank Bubble Rank Indicator Rank Light Rank 
Color

No Help Confidence Bubble Confidence Indicator Confidence Light Confidence Color 
Confidence

No Help Help Bubble Help Indicator Help Light Help Grid Help No Help Understanding Bubble Understanding Indicator Understanding Light Understanding Color 
Understanding

1 25 M R 5 5 4 3 2 1 3 2 2 2 1 6 3 2 1 1 1 1 1 1 1

2 23 M R 6 5 4 2 3 1 6 3 2 2 1 6 4 1 2 1 1 1 1 1 1

3 28 F R 6 5 4 3 2 1 3 3 2 2 1 3 3 2 2 1 2 2 2 1 1

4 25 M R 6 5 3 2 4 1 6 5 2 4 1 7 6 2 3 1 1 6 4 1 1

5 26 F R 6 4 5 1 3 2 6 6 3 5 5 5 7 1 3 1 1 4 1 2 1

6 25 F R 1 4 5 2 3 1 3 3 2 2 1 3 6 1 2 1 1 1 1 1 1
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8 26 F R 2 5 4 3 1 2 7 6 2 1 2 7 7 2 1 1 1 6 5 1 1

9 21 M R 3 4 3 2 5 1 4 3 2 4 1 3 3 1 5 1 1 2 1 3 2

10 25 M R 1 3 5 4 2 1 1 1 3 2 1 1 7 5 2 1 1 4 6 1 1
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Table 1

1 2 3 4 5

No Help 0 0 1 4 5

Indicator 1 4 4 1 0

Bubble 0 0 2 4 4

Light 1 4 3 1 1

Color 8 2 0 0 0

QualitativeAnswersLong

UserID VizTechnique Confidence Help Understanding ConfidenceOld HelpOld UnderstandingOld

1 No Help 4 1 6 3 6 1

2 No Help 1 1 6 6 6 1

3 No Help 4 4 5 3 3 2

4 No Help 1 0 6 6 7 1

5 No Help 1 2 6 6 5 1

6 No Help 4 4 6 3 3 1

7 No Help 1 0 6 6 7 1

8 No Help 0 0 6 7 7 1

9 No Help 3 4 6 4 3 1

10 No Help 6 6 6 1 1 1

1 Bubble 5 4 6 2 3 1

2 Bubble 4 3 6 3 4 1

3 Bubble 4 4 5 3 3 2

4 Bubble 2 1 1 5 6 6

5 Bubble 1 0 3 6 7 4

6 Bubble 4 1 6 3 6 1

7 Bubble 1 1 5 6 6 2

8 Bubble 1 0 1 6 7 6

9 Bubble 4 4 5 3 3 2

10 Bubble 6 0 3 1 7 4

1 Indicator 5 5 6 2 2 1

2 Indicator 5 6 6 2 1 1

3 Indicator 5 5 5 2 2 2

4 Indicator 5 5 3 2 2 4

5 Indicator 4 6 6 3 1 1

6 Indicator 5 6 6 2 1 1

7 Indicator 2 3 3 5 4 4

8 Indicator 5 5 2 2 2 5

9 Indicator 5 6 6 2 1 1

10 Indicator 4 2 1 3 5 6

1 Light 5 6 6 2 1 1

2 Light 5 5 6 2 2 1

3 Light 5 5 6 2 2 1

4 Light 3 4 6 4 3 1

5 Light 2 4 5 5 3 2

6 Light 5 5 6 2 2 1

7 Light 5 4 5 2 3 2

8 Light 6 6 6 1 1 1

9 Light 3 2 4 4 5 3

10 Light 5 5 6 2 2 1

1 Color 6 6 6 1 1 1

2 Color 6 6 6 1 1 1

3 Color 6 6 6 1 1 1

4 Color 6 6 6 1 1 1

5 Color 2 6 6 5 1 1

6 Color 6 6 6 1 1 1

7 Color 6 6 6 1 1 1

8 Color 5 6 6 2 1 1

9 Color 6 6 5 1 1 2

10 Color 6 6 6 1 1 1

0

5

10

1 2 3 4 5
minVis depth ray bubble
shadow heatmap

�1

Figure 8. Subjective ranking of the techniques. Heatmap is ranked first
most frequently, with depth ray and shadow contending for rank 2 and 3.
Bubble and minVis share the last two places.

disappear once it was inside the object (P3: “The pen tip en-
tering the cube made it feel like I could precisely estimate the
position, but [it] took long”). Comments regarding heatmap
were generally positive, and participants noted that they would
also get information if the pen tip was inside a solid object.
For depth ray, wireframe created problems: Participants men-
tioned that it was hard to differentiate between lines that were
rendered close to each other but varied in distance (P6: “The
full cubes helped a lot more, because you exactly know what
surface the measurement is based on”). Participants also
stated that it was difficult to interpret the numerical value, and
that therefore it was often used just as a trend of movement.
In the shadow visualization, participants mentioned that they
preferred to use the technique for wireframe objects, as it also
provided information inside the object, whereas shadows of
solid objects often overlapped each other (P5: “Filled cubes
made finding the shadow of the pen tip more difficult”). Par-
ticipants also said that tilting the device downward to see the
shadow plane limited their viewing options with the device.
Bubble received mostly critical comments, stating that the vi-
sualization was hard to understand (P5: “The bubble is not
helpful at all, I do not get it”).

DISCUSSION & DESIGN IMPLICATIONS
The results of our study indicate that bubble is not a good
visualization technique to show the position of a mid-air pen,
as participants rated the helpfulness of the visualization low
and mentioned that they were not able to comprehend the depth
cue. This also becomes apparent in the high number of trials
in which participants did not even activate the visualization.

Heatmap achieved the highest ratings and had good perfor-
mance results, as it showed the greatest possibility for im-
proving accuracy and movement time. While depth ray only
showed the distance in one specific direction, and shadow
required the user to tilt their device to see the visualization,
heatmap and bubble showed the position of the pen tip in
all directions. However, bubble did this in a non-permanent,
time-based way, whereas heatmap was visible all the time and
on all objects in the scene while active. Coloring the whole

scene worked well in our setup. If, however, the texture of
an object provides the target that the user wants to move the
pen to, then this might require the user to switch off the visual-
ization for the final approach. If such a case occurs regularly,
the application designer might want to switch to other visual-
ization techniques such as shadow or depth ray. We provide
additional solutions in the Future Work section.

The additional time required for shadow and depth ray could
be due to the need to interpret the visualization: the numeric
value for depth ray and the shadow on the plane beneath the
smartphone for shadow. Heatmap does not seem to be affected
by this added need for interpretation, or the visualization helps
the user enough to outweigh the added task.

Depth ray and shadow performed quite similar, and also re-
ceived comparable ratings. While depth ray seems to be
slightly faster than shadow, shadow scored higher in com-
prehensibility. However, the qualitative comments show that
the usefulness of these techniques was seen differently based
on the style of objects in the scene. While shadow was con-
sidered more useful in scenes with wireframe objects, because
the shadows do not overlap or occlude the shadow of the pen
tip, depth ray was said to work better in scenes with solid ob-
jects. A reason for this is that it is more difficult to understand
which element in the scene the current distance is referring to
in scenes with wireframe objects.

The result that no visualization technique clearly produces
more accurate results in finding the starting position can be
explained by the impact that occlusion of the pen tip already
has on precision. All visualizations could use the pen tip to
see when they would penetrate the target object’s surface.

In other projects investigating depth cues, using shadows
achieved the best results for egocentric depth estimation with
stereoscopic systems (e.g., [14, 21]). In our study, heatmap
achieved better results than shadow particularly for subjec-
tive ratings and rankings of our participants. This is closer to
the results by Wither et al. [49], since they state that in their
study the color condition was more preferred than their shadow
planes but the performance was largely the same. While not
significant, participants in their study needed the most time for
the shadow condition. This is similar to the trend in our find-
ings that it took participants longer to reach the target when
using the shadow visualization for solid objects.

In conclusion, heatmap seems to be the best visualization used
in this study, followed by depth ray and shadow.

SUMMARY & FUTURE WORK
Moving a mid-air pen to a specific location in Handheld Aug-
mented Reality is hard, as perceptual issues make it difficult
to estimate the correct distance to a virtual object. However,
aligning the pen with a virtual object is an essential mid-air
interaction when trying to connect virtual objects to their real
environment, such as in mid-air modeling applications. In ad-
dition to a baseline condition with minimal visualization, we
designed four visualization techniques to show the 3D position
of the pen in relation to its virtual environment, and compared
their performance. A heatmap visualization, which shades
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every object in the scene based on its distance to the pen tip,
achieved good results and was most preferred by participants.

For this study, we chose the basic task of aligning the pointing
device with a virtual object in the scene to gather findings
that are applicable to many other settings. Further studies
could look at more specific scenarios to see how more special-
ized visualizations compare to the performance in the basic
setup. For example, while our environment consisted of vir-
tual objects, the inclusion of real world surfaces and objects
is a promising direction to look at. Our study with 10 partic-
ipants provides first insights into the effects of the different
visualization techniques but studies with more participants
might uncover additional findings. Therefore, we provide our
study software and data with this publication3 to encourage
replication and use of our results for further exploration.

The heatmap visualization adjusts the appearance of the whole
scene instead of providing more localized feedback such as
with the depth ray. Future studies could investigate this re-
lationship closer to see whether different textures of objects
and targets affect the targeting action and usage pattern of the
visualization technique. Heatmap visualizations could also
take textures into account and present the distance using dif-
ferent brightness or color adjustments that preserve texture
structure. Our heatmap implementation used a computational
linear gradient in RGB space which is not perceived as lin-
ear by humans. Future studies could use more perceptually
precise gradients (e.g., [32]) to see whether this more accu-
rate encoding of the distance between pen and environment
improves the interaction even more. Furthermore, users with
color-vision impairments might require specific color gradi-
ents to counterbalance their impairment. While the heatmap
technique in this work encoded the Euclidean distance of the
pen tip to objects regardless of the position of the camera, the
color gradient could also be used to only encode the depth
information from the current point of view. Since this is the
most problematic dimension to perceive, this could focus the
visualization on this dimension. However, movement of the
camera would then also impact the color of objects since it
changes the depth axis, making it potentially more difficult to
interpret the information.

Our work presented here looked at position visualizations
for a single point in space. It would be interesting to see
how rendering the real-time occlusion of virtual objects by
the real pen and hand holding it affects the task of moving
towards a specific location. While occluding objects behind
the whole hand would certainly improve depth estimation
overall, it would also hide more information in an already
small window into the virtual environment. It seems like a
promising research direction to investigate how visualizations
from X-ray applications perform if applied to the near space
and a more dynamic environment: In Handheld AR with a
mid-air pen, the state between being occluded and not being
occluded switches regularly for objects in the scene.

In our study, the task was to move to a specific location. How-
ever, for other interactions it may also be necessary to under-

3https://hci.rwth-aachen.de/heatmaps

stand the overall layout of objects in a scene. While local
visualizations like the depth ray are probably not the best tech-
niques for such a task, global visualizations like the heatmap
or shadows are promising candidates for further research. Un-
like in our task, users would then have to comprehend and
interpret different visualizations on objects to understand their
relative positions to each other.

Finally, scene composition also likely influences performance.
In our study, we only showed eight cube objects for all visual-
izations to compare performance. Future studies could evalu-
ate environments with varying object density, to understand
how this affects performance of these visualization techniques.
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